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Relevance of the theme

Speech recognition systems have advanced significantly in the past decade. Still, even with these re-
markable advances, machines have difficulties understanding natural conversations with multiple speak-
ers, such as in broadcast interviews, meetings, telephone calls, videos or medical recordings. One of
the first steps in understanding natural conversations is to recognize the spoken words and their corre-
sponding speakers. Speaker Diarization (SD) determines “who spoke when” in multi-speaker audio
and is a crucial part of the speech translation system. SD is used in conjunction with Automatic Speech
Recognition (ASR) to assign a speaker label to each transcribed word and has widespread applications in
generating meeting/interview transcripts, medical notes, automated subtitling and dubbing, downstream
speaker analytics, among others (we refer to this combined system as ASR-SD in this thesis). Usually,
this is done in multiple steps that include (1) transcribing the words using an ASR system, (2) predicting
”who spoke when” using a speaker diarization system, and, finally, (3) reconciling the output of those two
systems [1]. A typical reconciliation algorithm works as follows: (1) If the word segment overlaps with
at least one speaker segment, then this word is associated with the speaker that has the biggest temporal
overlap with this word; (2) otherwise, if this word segment does not overlap with any speaker segment,
then it is associated with the speaker that has the smallest temporal distance to this word based on the
segment boundaries [2]. This reconciliation algorithm is illustrated in Figure 1.

ASR is a challenging task in Natural Language Processing (NLP). It consists of multiple subtasks,
including speech segmentation, acoustic and language modelling. Luckily, the introduction of Connec-
tionist Temporal Classification (CTC) [3] removed the need for pre-segmented data and allowed the
Deep Neural Network (DNN) to be trained end-to-end directly for sequence labelling tasks like ASR.
As aresult, a CTC-based ASR pipeline consists of the following blocks (as shown in Figure 2):

1. A Voice Activity Detection (VAD) to exclude non-speech segments.

2. Feature Extraction: Audio signal pre-processing using normalization, windowing, spectrogram
(typical spectrogram types are Mel-spectrogram and Mel Frequency Cepstral Coefficients
(MFCC) [4, 5]). The spectrograms are used to convert audio signals into a form that the system
can process. They display how the intensity of different frequencies varies over time, providing a
detailed picture of the sound.

3. Acoustic Model: A Deep Neural Network [6—10] that predicts the probability distributions P(c, t)
over vocabulary characters (or tokens) c per each time step t.

4. Decoder:

(a) Greedy Decoding: Is the most straightforward strategy for a decoder. The letter with the
highest probability is chosen at each timestep without regard to any semantic understanding

of what is being said. Then, the repeated characters are collapsed, and blank tokens are
discarded.

(b) A Language Model (LM) [10, 11] can be used to add context and correct errors in the acous-
tic model. The LM is used in fusion with beam search decoding to find the best translation
candidates. During the decoding phase, multiple alternative token sequences or beams are
generated and then scored using the acoustic and language models to select the most likely
translation sequence. A beam search decoder tries to determine what was spoken by combin-
ing what the acoustic model thinks it heard with the likely next word.

5. Output: The ASR model outputs words with corresponding timestamps and confidence scores.
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Figure 1: The reconciliation module associates each word from the ASR transcript with a speaker label
from the speaker diarization outputs. The words ”good”, ”morning”, ”are” and “you” are associated with
the only speaker label that overlaps with them. The word ”how” overlaps with both spkl and spk2 but
has bigger overlaps with spk2; thus, it is associated with spk2. The word ”you” does not overlap with

any speaker but is closest to spk2; thus, it is associated with spk2 [2].

Speaker diarization is a process to answer "who spoke when” by segmenting audio recordings by
speaker labels. To determine “who spoke when”, SD systems need to capture the voice characteristics
of unseen speakers and tell apart which areas in the audio signal belong to which speaker. To achieve
this, speaker diarization systems extract voice characteristics, estimate the number of speakers, and then
assign the audio segments to the corresponding speaker label. A typical SD system usually consists of
several steps, as illustrated in Figure 2:

1. Voice Activity Detection: Identifying speech segments within the audio.

2. Segmentation: Generate speaker segments from the speech segments using a uniform sliding
window segmentation or detecting speaker turns.

3. Speaker Embedding Extraction: Extract speaker embeddings (voice characteristics) for each
speaker segment [12—16].

4. Clustering: Grouping speaker embeddings into clusters using algorithms such as Spectral Clus-
tering (SC) [17-19] or Agglomerative Hierarchical Clustering (AHC) [20].

5. Output: The result is speech segments labelled with corresponding speaker identities.

Challenges in speech recognition

What makes ASR a difficult problem?

* Open Vocabulary: The complexity of ASR tasks varies with the size of the vocabulary involved.
For instance, tasks with limited vocabularies, such as distinguishing between yes and no or rec-
ognizing numbers (zero to nine) in digit recognition, can achieve high accuracy. However, tasks
like video transcription or capturing human dialogues, which may involve large vocabularies of up
to 60,000 words, are significantly more challenging.

» Conversational speech: Another key variable is the nature of the speaker’s interaction. Speech
directed towards machines, like dictation or interactions with a dialogue system, is typically easier
to process than speech between humans. Read speech, such as that found in audiobooks where in-
dividuals read aloud, is also simpler to recognize. The most challenging scenario is conversational
speech, like transcribing discussions in a business meeting, where two humans are conversing.

* Acoustics: The environment (or channel) and background noise also play a crucial role in ASR.
Noise refers to any unwanted sound that is not part of the target speech signal. Unlike the human
auditory system, which can adapt and filter out irrelevant sounds to focus on speech, ASR systems
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struggle to distinguish between speech and noise, especially when the noise levels are high or the
noise characteristics closely mimic those of speech. Speech captured in quiet settings with close-
range microphones is more readily recognized than speech recorded in noisy environments, like
busy streets or inside a car with an open window. Noise can be broadly categorized into several

types:

— Ambient noise.: This includes sounds from the environment, such as traffic, wind, rain, or the
hum of machinery and electronics. These sounds can be relatively constant or vary signifi-
cantly over time.

— Reverberation: Sound reflections from walls, floors, and ceilings can cause reverberation,
making speech sound distant or echo. This is particularly challenging in large or sparsely
furnished rooms.

— Transient noise: Short, abrupt sounds like door slams, keyboard typing, or phone notifica-
tions are considered transient noise. They can momentarily obscure speech sounds, making
it difficult for ASR systems to capture speech accurately.

— Competing speech: While not fitting the constraint of being ’non-speech,” competing speech
or overlapping conversations can severely impact ASR performance.

For the context of this thesis, we will assume that background noise does not encompass any
competing speech sounds. Beyond this, there are no specific constraints on the noise distribution:
it can be random or have specific patterns, and its intensity can vary widely.

» Speaker characteristics: Accent and speaker characteristics significantly influence recognition
ease. ASR systems perform best with speakers who use dialects or speech varieties similar to those
used in their training. Speech from speakers with regional or ethnic accents, children, or those
with unique pronunciations, intonations, and speaking speeds can be challenging to recognize if
the system is only trained on speakers of standard dialects or only adult speakers [21].

Challenges in speaker diarization

Despite recent advancements in speaker diarization [17, 22], several factors make solving SD task diffi-
cult:

» Uniform speaker segmentation: Long speech segments very likely contain speaker turn bound-
aries, while short speech segments carry insufficient speaker information. This balance is cru-
cial because overly long segments might miss the precise moments of change, whereas too short
segments might not provide enough data for accurate speaker identification, leading to increased
complexity in the diarization process.

* Unknown number of speakers: In general, both the identity of the speakers and the number
of speakers are unknown beforehand. Estimating the number of speakers can introduce errors,
especially in complex auditory environments or when speakers have similar voice characteristics,
complicating the task of accurately separating and identifying individual speakers.

» Speaker talk time: A speaker needs to talk long enough to be accurately detected. If the talk time
of a speaker is short, there’s a significant risk that their speech might be incorrectly assigned to a
more dominant speaker who has spoken for longer periods within the same audio segment.

* Overlap speech: Talking over each other or interrupting.
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Figure 2: Schematic architecture for an ASR-SD system.

* Acoustics: Environmental sounds and room conditions can interfere with speaker recognition.

* Consisting of multiple steps: The SD system involves several steps (VAD — segmentation —
embedding extraction — clustering), each of which introduces some amount of error.

ASR-SD for embedded application

In embedded applications, audio processing time (latency) and memory footprint are as important as qual-
ity. As always, trade-offs exist between processing time, memory space and accuracy [23]. Most current
state-of-the-art speech recognition and speaker diarization systems are cloud-based. This thesis mainly
focuses on systems that function on devices with limited resources (CPU and RAM), which require fast
processing speeds and minimal memory footprints while maintaining high-quality output.

Running ASR-SD system directly into devices offers several practical advantages over cloud-based
solutions, including reduced latency, enhanced privacy, and a decrease in reliance on internet connectiv-

ity:

» Latency: By processing audio data directly on the device, embedded ASR-SD systems signif-
icantly reduce the time between speech input and text output. This is particularly beneficial in
applications requiring real-time feedback, such as interactive learning tools or instant transcription
services.

* Privacy: Embedded systems process data locally, minimizing the risk of exposing sensitive infor-
mation during transmission to and from cloud servers. This is especially important in fields like
healthcare and legal services, where confidentiality is paramount.

* Bot-Free: Embedded ASR-SD systems ensure that the transcription and speaker diarization are
conducted within the device without needing external bots or internet-based services. This setup
enhances privacy and ensures that meetings can be conducted without interruptions or dependen-
cies on external services. In environments where confidentiality and security are critical, such
as boardroom meetings or sensitive negotiations, a bot-free environment is essential to prevent
potential eavesdropping or data breaches.



The aim of the work

The techniques presented in this thesis address the robustness issues and improve the performance of
current state-of-the-art speech recognition and speaker diarization systems. The thesis proposes strategies
to address five challenges, each targeting different components of the ASR-SD system, which we refer
to as robust ASR-SD (rASR-SD). The five identified subjects are:

1. Improving noise robustness of speech recognizer.

2. Robust keyword biasing methods to enhance the ASR system’s ability to recognize terms and
keywords without modifying the ASR model.

3. Robust speaker embedding extraction to enhance speaker recognition and diarization accuracy in
noisy and reverberant environments.

4. Speaker error correction module using lexical information, leveraging the power of modern lan-
guage models.

5. Various methods to accelerate the deployment of ASR-SD system on resource-constrained devices.

The practical significance of the work

ASR and SD technologies have revolutionized how we interact with audio data, enabling the automatic
transcription of spoken words and the identification of individual speakers within a conversation. These
technologies have found applications in a variety of fields, including but not limited to:

» Meeting Assistant: ASR and SD facilitate automatic meeting notes generation, making docu-
menting discussions and decisions made during meetings easier. This application ensures that no
critical information is lost and enhances meeting efficiency by providing searchable transcripts.

* Medical Records: In the healthcare sector, distinguishing between doctor and patient speech al-
lows for the accurate transcription of medical consultations. This aids in the creation of more
precise and detailed medical records, improving patient care and documentation.

* Education: In educational settings, the ASR-SD system can differentiate between teacher and
student dialogues. This technology can be used to create lecture transcripts, enhance accessibility
for students with disabilities, and support remote learning environments.

» Call Centers: For customer service interactions, identifying client versus customer speech is cru-
cial. It enables the analysis of customer service calls for quality assurance, training purposes, and
improving customer satisfaction.

* Interviews: In journalistic or research interviews, distinguishing between interviewer and inter-
viewee ensures that the transcription accurately reflects the flow of conversation, aiding in the
analysis and reporting of the interview content.

Integrations

The developed system has been successfully deployed at ”Krisp.ai” LLC. It is currently being employed
in the ”Krisp AI Meeting Assistant” tool', for automatically documenting discussions and decisions made
during online meetings.

'https://krisp.ai/ai-meeting-assistant/



The methods of investigation

In this thesis, we have used a wide range of approaches from different fields, including signal processing,
machine learning, deep learning, probability theory, linear programming, optimization theory, finite au-
tomata theory and related fields. The Python and C++ programming languages and their related packages
were used to train deep neural networks, process data and design algorithms. Previous related results also
served as a basis for this work.

Approbation of the results

The obtained results were reported in several international and local scientific conferences and work-
shops:

1. D. Karamyan et al., ”The Krisp Diarization system for the VoxCeleb Speaker Recognition Chal-
lenge 20237, The VoxCeleb Speaker Recognition Challenge 2023 (VoxSRC-23), Interspeech 2023
workshop, Dublin, Ireland, August 20-24, 2023.

2. D. Karamyan, ”Multilingual Speaker Recognition Benchmark”, Science and Technology Conver-
gence Conference (STCC), Yerevan, Armenia, September 28-29, 2022.

3. D. Karamyan et al., ”Compact N-Gram Models for Armenian”, Collaborative Technologies and
Data Science in Smart City Applications (CODASSCA 2022), Yerevan, Armenia, August 23-26,
2022.

4. D. Karamyan, ”Adaptive Noise Cancellation for Robust Speech Recognition in Noisy Environ-
ments”, Reporting Conference-2024, Yerevan State University, Yerevan, Armenia, April 10-15,
2024.

The results were presented during scientific seminars at Russian-Armenian and Yerevan State Uni-
versity. Our proposed speaker diarization system emerged as the winner in the Voxceleb Speaker Recog-
nition Challenge (VoxSRC) 20232, a widely recognized competition for evaluating speaker diarization
systems [37].

Publications

All results are new and are published in local journals. The main results of this thesis have been published
in 7 scientific articles in journals. The list of the articles is given at the end of the Synopsis.

Structure and scope of work

The dissertation consists of 5 chapters and a list of used literature. The thesis is written in X pages and
has Y literature references. The thesis contains 31 figures and 18 tables.
The thesis is organized as follows:

» Chapter I serves as an introduction. It describes the problem, the main challenges in speech recog-
nition and speaker diarization, and the aim of the thesis.

* Chapter 2 summarizes the fundamentals and background information on speech recognition and
speaker diarization. It covers each topic in detail, along with the state-of-the-art work related to
each area.

2https://mmai.io/datasets/voxceleb/voxsrc/interspeech2023.html
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* Section 3.1 introduces a mathematical framework for modelling noise and reverberation.

 Section 3.2 introduces a new method called Weakly Noise Cancellation, proposed to address the
challenge of integrating Noise Cancellation with the ASR model to enhance the robustness of the
speech recognizer in noisy environments.

* Section 3.3 tackles an important issue in speech recognition: the ASR system’s ability to recog-
nize unknown or rare words, such as technical terms and names. This section first analyzes the
effectiveness of widely used keyword biasing techniques, then proposes a combined solution, and
concludes with comparative studies of keyword biasing methods.

* Section 3.4 explores several strategies to improve the accuracy of speaker recognition and diariza-
tion in noisy and reverberant environments, including multi-condition training, teacher-student
learning and consistency regularization techniques.

* Section 3.5 discusses the main challenges of combining ASR and SD systems and presents an error
analysis of the ASR-SD system at the word level. It introduces two novel speaker error correction
methods based on lexical information to correct errors around speaker turns.

» Chapter 4 describes various methods to accelerate ASR-SD deployment on resource-constrained
devices, including spectrogram downsampling, model quantization, subword language modelling
and two-stage clustering techniques.

* Finally, Chapter 5 concludes the thesis with a summary of the contributions made.

The main results of the work

The following points summarize the key contributions and findings:

1. Improving noise robustness of speech recognizer: We address the challenges faced when com-
bining Noise Cancellation (NC) [24, 25] and speech recognition models. Applying noise cancel-
lation before speech recognition may negatively impact word recognition accuracy, even if the
audio remains audible to humans. This is because noise cancellation eliminates noisy segments
forcefully, causing a shift in the input data distribution that ultimately affects speech recognition
(see Figure 3).

To address this issue, we propose a new method called Weakly Noise Cancellation (WNC) that
softens the effect of noise reduction without requiring retraining ASR model. The proposed method
was able to improve the accuracy of speech recognition compared to the baseline ASR model
obtained with multi-condition training [26].

Additionally, we found that augmenting the training process with noise cancellation further im-
proves word recognition accuracy. For example, when there is 0 dB of noise, meaning that the
noise level is the same as the actual voice, we aim to decrease the Word Error Rate (WER) by
1.2% compared to the baseline model trained with noise augmentations.

2. Keyword biasing methods: Most ASR systems face difficulties recognizing unknown or uncom-
mon words such as person names, location names or technical terminologies that are rarely or
never seen during training. The recently introduced Whisper Large [8] model is proficient at rec-
ognizing terms, names and other commonly used keywords due to its training on vast amounts
of data. Nevertheless, using this model in embedded Al applications that require fast inference
and have limited memory resources may not be practical. Aside from the computational aspect,



Figure 3: The top image represents the audio spectrogram before noise cancellation and the bottom one
displays the audio spectrogram after noise cancellation.

it cannot recognize novel words that were not part of the training set. This problem is not only
limited to ASR technology, but also applies to humans, as it is difficult to understand a conversa-
tion full of unknown words. These words often play a significant role in understanding the overall
conversation despite their low frequency of occurrence.

Keyword biasing (also known as contextual ASR or contextual biasing) is a family of methods
of guiding an ASR system towards a specified list of keywords and phrases provided along with
the audio to be transcribed. We conduct a comparative analysis of various decoding strategies,
including CTC prefix beam search with keyword biasing [28], and modifications proposed in the
literature, including cost subtraction [28], adaptive boosting [30], and Alternate Spelling Predic-
tion (ASP) [29], in comparison to baseline strategies such as greedy decoding, vanilla beam search,
and beam search with LM fusion [10]. Furthermore, we evaluate the effectiveness of biasing meth-
ods on three different datasets with varying biasing lists, demonstrating their benefits and draw-
backs. We also analyze the methods’ effectiveness on rare and Out-of-Vocabulary (OOV) keyword
groups.

The results demonstrate that LM fusion can consistently boost the recall and precision of rare and
common words, but does not help in recognizing OOV words. We observed significant improve-
ment in recall when using keyword-biased beam search along with cost subtraction across all three
datasets, while the use of the adaptive boosting method mainly improved precision and prevented
overboosting (boosting a word as a keyword even if it is not actually presented in speech). A
further enhancement is achieved by employing an alternate spelling prediction approach, which
improves keyword recognition of rare and OOV words. Finally, based on our findings, we have
provided practical recommendations to make the ASR system more reliable in recognizing special
terms and keywords without modifying the acoustic model.

3. Robust speaker embedding extraction: Speaker recognition is a broad field of study that ad-
dresses two major tasks: speaker identification and speaker verification. Speaker identification
is the task of identifying a person, whereas speaker verification is the task of determining whether
the speaker is who they claim to be. In this thesis, we focus on far-field, text-independent speaker
recognition, where the speaker’s identity is determined by their speaking style rather than the con-
tent of their speech. Typically, such speaker recognition systems operate on unconstrained speech
utterances that are converted to a fixed length vector known as speaker embedding.
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Table 1: Examples of different errors (errors are marked in yellow color).
Error Type | Example

Speaker A:

right that’s going exactly going back to facebook’s optimizer algorithm that’s not optimizing for truth right
it’s optimizing for profit and they they claim to be neutral but of course nothing’s neutral right and we have
seen the results we’ve seen what it’s actually optimized for and it’s not pretty

Type a

Speaker A:

and presumably you could take all that biased input data and say this high chance recidivism means that we
should rehabilitate more i mean like you could take all that same stuff and choose to do a completely different
thing with the result of

Speaker B:

the algorithm total that’s exactly my point exactly my point you know we could say oh i wonder why people
who have this characteristic have so much worse recidivism well let’s try to help them find a job maybe that’ll
help we could use those algorithms those risk scores to try to account for our society

Type b

Speaker A:

Typec is this a good or bad thing that social media has been able to infiltrate politics

We adopted several approaches from unsupervised domain adaptation to make the speaker recogni-
tion models noise-tolerant. In particular, we apply Teacher-Student (TS) [31-33] and Consistency
Regularization (CR) [32, 34] techniques on speaker recognition and diarization tasks and compare
them with multi-condition training when various noise augmentations are used. The core idea be-
hind CR is to make sure the network produces similar embeddings for the augmented versions
of the same unlabeled utterance. It is enforced by an additional regularization term in the loss
function:

Lon = 5 SOl AGw)) - fol Al n

where N is a number of examples in the training set, x; is a ith training example, fy is an embedding
extractor with parameters 0. By .A(z) we denote a stochastic operation that augments the audio
such that speaker identity remains the same. So, the difference is most likely non-zero.

One critical problem with L¢ g loss is that it is not stable because of unstable target. To mitigate the
unstable target problem, the TS model was proposed in [33], where two separate models were used:
a Student network with 6 parameters and a Teacher with 6’ parameters. On unlabeled examples,
the Teacher network provides the learning target for the Student network:

N
Lrs = = SO (AGw)) — FEE (A ®
i=1

Through the use of teacher-student and consistency regularization, we improved the accuracy of
speaker recognition and diarization tasks in noisy and reverberant conditions compared to the base-
line model trained with noise augmentations.

4. Speaker error correction using lexical information: In practical settings, ASR-SD systems can
experience significant degradation in performance due to a variety of factors, including uniform
segmentation with a high temporal resolution, inaccurate word timestamps, incorrect clustering
and incorrect estimation of speaker numbers, as well as background noise and reverberation.
Therefore, it is important to automatically detect these errors and make corrections if possible.

We conduct an error analysis of an ASR-SD system at the word level, utilizing the Word Diarization
Error Rate (WDER) [35] metric to automatically pinpoint words with incorrect speaker labels and
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classify these errors into three categories (examples of each type of error are illustrated in Table
1):

(a) Incorrect speaker tags within a paragraph.

(b) The first and last words of a paragraph having incorrect speaker tags.

(c) A complete paragraph being assigned to the wrong speaker.

The leading cause of errors of types (a) and (b) is the use of uniform audio segmentation with a
high temporal resolution. Inaccurate ASR word timestamps can also lead to type (b) errors. Type
(c) errors typically occur due to inaccurate estimation of the number of speakers and incorrect
clustering. Background noise, music and reverberation also contribute to all types of errors.

Furthermore, we proposed two realignment strategies - language model-based and punctuation-
based - to amend errors for words at the boundaries of sentences spoken by different speakers [1].
Both methods improve diarization performance, with the punctuation-based realignment showing
the most significant reduction in the word diarization error rate.

5. Efficient ASR-SD processing for embedded applications:

* By reducing the time dimensionality of spectrograms by 4x times, we reduced the computa-
tional and memory costs of the attention layers in all following blocks in the neural network,
allowing for faster and more efficient ASR processing without compromising accuracy.

* Quantization in the context of DNN refers to the process of reducing the precision of the
weights and activations from floating-point (typically fp32) to lower-bit representations, typ-
ically integers (typically int8). By leveraging dynamic int8 quantization, we successfully
decreased the model size 4x times (from 200MB to 50MB) and doubled the inference speed
on modern CPUs (equipped with the AVX512 instruction set). This optimization is criti-
cal for deployment on resource-constrained devices, offering a practical solution to maintain
near-original accuracy while significantly reducing computational demands.

» Applications such as speech recognition and machine translation use LM to select the most

likely translation among many hypotheses. For on-device applications, inference time and
model size are just as important as performance. In this work, we explored the fastest family
of language models: the N-gram models. We researched the impact of pruning (pruning rare
N-grams) and quantization (using fewer bits to store N-gram counts) methods on model size
reduction. Finally, we built a subword language model by using Byte Pair Encoding (BPE)
[36].
We have explored the impact of pruning and quantization on the trade-off between model size
and perplexity. Quantization can reduce the size of the model without significantly degrading
perplexity. Pruning, on the other hand, drastically reduces the model size at the expense
of aggravating perplexity. Moreover, adopting subword tokenization through BPE allows
for efficient handling of large vocabularies and unseen words, reducing the model size and
improving perplexity scores. Using subword LM, we can prune more aggressively without
significant degradation in perplexity compared to word-based LM.

As aresult, we were able to decrease the model size for 10-gram LM from 36.7GB to 100MB.

» Speaker diarization is based on spectral clustering, which relies on eigen-decomposition.
Eigen-decomposition has a high computational complexity. The computational cost of spec-
tral clustering is O(N™), where 2.37 < w < 3 depends on the specific implementation, where
N is the number of speaker embeddings. This complexity becomes a significant bottleneck
for processing long audio files.
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Algorithm 1 Two Stage Clustering Algorithm

Require: Speaker embeddings sequence x4, s, - - - , x, Upper limit for spectral clustering U, Number
of reduced clusters L (L < U).
Ensure: Speaker labels l1,lo, - , Iy
1. if N < U then > Direct spectral clustering if within upper limit
2: {1}, < Apply spectral clustering on {z;}~ , embeddings

3 return {I;}

4: else > Pre-cluster to reduce to L clusters
5 Initialize K = N

6: while K > L do

7: Merge two closest clusters

8
9

K+ K-1

: end while
10: {e;}E, + Calculate centroids of L clusters
11: {r:} iLzl <+ Apply spectral clustering on {ci}le centroids
12: fori=1to N do > Find the index of the closest centroid to x;
13: J « argminy, d(z;, i) > d is the distance metric, e.g., cosine distance
14: ll Ty
15: end for
16: return {/;}"
17: end if

The implementation of a two-stage clustering algorithm for speaker diarization mitigates the
computational complexity associated with eigen decomposition. Algorithm 1 describes two-
stage clustering algorithm:

— Steps 1-4: The algorithm starts by checking if the number of speaker embeddings /N is
less than or equal to the upper limit U. If this condition is met, it proceeds directly to
spectral clustering.

— Steps 4-9: If N > U, indicating a large number of embeddings, pre-clustering with
Agglomerative Clustering is initiated to reduce computational complexity. This process
merges the closest clusters iteratively until the number of clusters equals L.

— Steps 10-11: After pre-clustering, centroids of the L clusters are calculated. These cen-
troids are then clustered using spectral clustering to determine the cluster labels for the
centroids.

— Steps 12-16: Finally, each original speaker embedding is assigned to the cluster of the
closest centroid, thereby assigning speaker labels to all embeddings.

The AHC pre-clusterer has a computational cost of O(N?). Thus, the overall computational
cost of the clustering step is upper bounded to O(N?)+O(L"). By pre-clustering speaker em-
beddings before applying spectral clustering, we achieved a considerable speed-up, making
it more suitable for processing long audio files and enhancing its applicability in real-world
scenarios. Specifically, we can achieve a 7x time speed-up for two-hour-long audio.
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Wdthnthnod
Twyhp Uwywnpunuwyh Lupuwdjwu

lunuph hnruwih wynd” UEpnpué wphbunwlwlu pwbwlwluncpjwl
Yhpwnnrpjnituutpnud

UWhuwwnwupp uyhpywd E funuph @wlwgdwl (speech recognition) W punulwyutph
nhwnphqwghwjh (speaker diarization) hwdwlywpgtph Ywjntuntgyjwl W hnLuwihnipjwu
pwnpbwydwlu  wnwpptp  JGennutph  Jowydwlp, nphwug wpnntuwybGunnipjuwl
guwhwwundwup W U2ywd hwdwlwnpgbph nGnwywydwup uGpnpwé yhpwnnipjnluuGpned:

Uohuwuinwuph hhduwlwu bwywwnwyubpu Gu

1. Upwyb| funuph twlwgdwlu W punubwyutGph nhwphqwghwh Yuyntu W hniuwih
hwdwlwnpg, dJwulbwynpwwbu wwwhndb wn hwdwlwpgbph Yuwjnluncgnlup
nwnppbp tnGuwyh W nudqunipjwt $nuwjhu wnunLyubnh wnyuwjnipjwlu nGwpnid:

2. Ept huwpwynp ¢£ wluhub] hwdwywpagh pny njwéd upuwuGpp, www wnwewnyb|
W hpwywuwgut] wyinndwn uppwuGph nLnndwu UGpnnubn:

3. Nuuncdbwuhpt] funuph dwlbwgdwlu dnnGlh 62gpnnpntup wnwlugpwjhu pwntph
nGwpnd W wnwyownyb] dninbGgnudubp wyn pwnbph dwlwgdwl 62gnpunnipentup
pwpapwglubint hwdwn:

4. QUwhwwnt] unwgywédé hwdwlywnpah hwynnuywlu pwpnnipjntup W JdnnGuGph
gpwntgpwd  hhannnupjwu  dwywiutpp: Upwybp owwnhdhqughnu JGpnnutp
hwdwywnpgh wpwagwagnpénLpintup pwpdépwglbine, huy gpwntgpwd hhonnnipjuwu
owdwip thnppwglbint hwdwp: Nunwduwuhpt] pG hUgwbu GU wnwewnpyywd
owywnhuhqwghnu JGpnnutGpp wagnnud punuph 6wlwgdwlu W nhwphqwghwyh
hwdwywnpgbnh nphwywywu gnigwuhpubnh ypwi:

5. Upwyb] wnwownpywdé dbpnnutnph hwdwywnpgswihu dpwagnptpp W thnpabwywu
Gnwuwyny hwdtdwwnb] wnwewpywd dGpnnuGpp wpnbU gnjnipjntu nlubgnn
wghnphpJutph htwn, pungéb| nhwug wnwybntpyntbutpp W pGpnpyntuutpp, gnuyg
nwy|, np wnwewnywéd dbpnnutpp Yhpwntlh GU hpwywl Yuwuph wmwppbp
nyjwutnh 2nGdwnpwuutnh ypw:

UwnGuwhununipjwl wnwghu gpunud UGpywywgyt] Gu hhduwywl ogunwagnpdywd
dnnbGluGph pUnctpwagptpp W uwhdwunwdubpp: Lpybp GU wnwewnpywd huunhpubph
wnnhwywuncpinitup W gnpéuwywl Uhpwnnipentulutpn: LEpywywagytg Gu
wwnGUwhuinuwwlu w2huwwnwuph hhduwywu bwwwnwyutbpp W ywnnigwépn:

Enynnpn  gqpluntd putwpydty Gu dwuh dowydwlu hhduwywlu JGpnnutpp:
LGpywjwagyt] Gu uGpywyndu wnwyb] hwéwhu ogunwanpdynn hunuph dwluwgdwl W
hunubwyutph nhwphqwghwjh hwdwywnpgtpp: Luuwnyyt] GU Lwhuyphunwd Yuwnmwnpywod
w2huwwnwupltpp, nnnup hhdp GU hwunhuwgtb| wntUwhuinuwwu w2puwwnwuph hwdwp:

Enppnpn ginchup Udhpwd £ punuph 6wuwgdwu W punubwyubph nhwphqwghuwjh
hwdwlwnpgbph Ywynunipjwl  puunhpuGphu: Unwownydtp £ Unp JGpnn  wnuniLyh
hGnwgdwl (noise cancellation) wjgnphpJuh hhdwu Jpw, j[wjwguGint pwntnph dwluwgdwu
t2gnunnipyntup wnuntyh wywydwulbtGpnud: Nwunwduwuhpytb] £ wnwugpwihUu pwnbph
Jwluhiwywdwu (keyword biasing) wnnwppbp dGpnnutph wpryntbwyGunnieiniup, npnup
nLpwaéyt) GU bwhunpn hGuwgnunnipynlubGpnud W ¢6U ywhwugnid nplk thnhnpunipyniu
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funuph dwuwgdwl dnnbGinud: Undnyh W wpéwagwuph wwjdwuutGnnud punubwyutGph
dwluwgdwlu W nhwphqwghwih hwdwlwpgbph Yuynlunipintup wwwhnyGine hwdwnp
wnwyownyyt| £ Jwpdbgdwlu Gpyne wignphpd: LGpywjwgytb] GU hpwywu wnyjwutph
2inGdwnpwuubph ypw hpwywlbwgywé thnpdtph wnpryntuputbpp, npnup gnigwunpnud Gu
wnwewnpyywéd dGpnnubnph wpnynluwdbGunnceincup: 9puph JGpenud nuncduwuhpytb)p W
nwuwywnagytl U nhwphqwghwih hwdwlywngh pnyp njwsd hhdbwywl  upuwiutnp
L wnwewnyyt] £ Gpynt wignphpd hhdujwé |Ggwihu dnnGutGph Ypw, wyuinndwn
upuwuGph nLnnUwu hwdwin:

Aqnppnn gllunud UGpYwywgywéd GU wu pninp Jnuinbgnudutpp, npnup YUhpwnytb)
GU hunuph Gwuwgdwl W hunubwyutph nhwphqwghwih hwdwywngbnph hwynnwiyuwu
pwnnnLpjntun thnppwgubint hwdwn: Lepywywgywéd owyunhdhqughwubpp hwnywuwbu
ywplwnn GU uGpnpdwdé Yhpwnnipyntutph nbwpnud, npunbn wpwquwagnpénipintup W
qpwntgnwé hhpnnnipjwu dwywip Ywplenp nGp GU ppwnnd:

Whwwnwuph qgqhunwywlt unpnyp wwpnibwynn wnwdtb] Ywplnp npnypUutpp
hGunlywu U

1. LpYwjwgyt| U unp JGpnnutn’ funuph dwuwzdwU W punubwyutph nhwphqwghwjh
hwJdwlwnpagbph Ywyntunipjntup pwpapwglubint hwdwnp® tnwnpptp inGuwyh $nuwjhu
wnunLyutph wnyuwjnipjwlu wywydwuutnned:

2. Nuntduwuhnyb] BU wnwugpwihU pwntGph uwuppwywdwu rnwpptn wianphpJutnph
wpnyntbwydGunniejntup®  hwwnnly wunlbubph W wnGpdhulbph dwlwgbinu
wpnnnipyntup pwptwytint hwdwn:

3. Unwewnydt] £ nhwnphqwghwh hwdwywnpah pny; nnywéd uhuwutnh wywnndwuwn
nLnnUwu JbGpnnutn” hhduywd dwdwuwlywyhg (Gguwjhu dnnGlutph ypw:

4. Nunwduwuhnpdtp W yphpwndt] U vwppbp owyunhdhqugdwl dbpnnubp® funuph
dtwlwgdwlu W punubwyubph nhwphqwghwh dnnGuGph wnGnwywynwdp ubpnpywo
hwdwywnpgtpnud wwwhnyGint hwdwin:

5. bwuwnwnytb| Gu wjbwédwyw| thnpdwpwnpwywUu wypuwwnwupltn, nnnup hwuwnwwnnd
GU wnwownpyywd JGpnnutph wpnnluwydbGunnopintup hpwwu Ywuph indjuutph
2nGdwpwuutph ypw: Unwewnpywéd dtpnnutpp hwdtdwwnytb] GU pwqwihu wy|
JGpennutnh hGun, nnnug hwdtGdwwun wpadwuwagpytb] GU qqwih pwpGuynwdutn:
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3akjroueHne
KapamsaH OJasung CnapTakoBuY

HapexHas o6paboTka peuu B NPUJIOXKEHUSAX BCTPOeHHoro U

PaboTa nocssuweHa pa3paboTke pasNyHbIX MEeTOAO0B MNOBbILWEHUA CTabUNbHOCTU W©
Hade>XXHOCTU CUCTEM pacro3HaBaHUA peymn (speech recognition) n gnapusaynm ANKTOPOB
(speaker diarization), oueHke unx 3(PHEKTUBHOCTN M BHEAPEHWUI YKa3aHHbIX CUCTEM B
BCTPOEHHbIE MNPUSIOXKEHUS.

OCHOBHbIMM 3apa4aMm paGOTbI ABNAKOTCA:

1. Pa3paboTaTb cCTabUNbHYIO N HAAEXHYIO CUCTEMY Pacro3HaBaHUS peyun 1 anapusaumm
OVWKTOPOB, B YacTHOCTU obecneynTb YCTOMYMBOCTb 3TUX CUCTEM MPU HaIMYUn
(POHOBLIX LUYMOB Pa3/IM4HOro TUMNa U UHTEHCUBHOCTN.

2. EC/in HEBO3MOXXHO NpenoTBpaTUTb ownbkm, gonylweHHble CucTemomn, To npennoXXmTb
N BHEOPUTb METOAbl aBTOMAaTUYECKOIro ncrnpasieHnaA owmnbok.

3. I3y4nTb TOYHOCTb MOLENIN pacro3HaBaHUA peydn B CJiydae KJIIYEBbIX CJI0OB W
npennoXXnTb Noaxoabl K MNoBbILLEHNIO TOYHOCTW paCno3HaBaHUA 3TUX CJ10B.

4. OUeHNTb BbIYUCINTENbHYIO CNOXKHOCTb MOJIYYEHHOW CUCTEMbl U 06beMbl NaAMSTH,
3aHMMaeMble mMogensmn. PaspaboTaTb MeToAbl ONTUMU3ALMW ONS YBENNYEHUS
CKOpPOCTU paboTbl CUCTEMbI U YMEHbLUEHNS obbeMa 3aHMMaeMoln namMsaTn. N3yynTsb,
KaK Nnpeasio)XeHHble MeToAbl ONTUMU3ALNN BAUSIOT Ha NOKAa3aTeNM KayecTBa CUCTEM
pacrno3HaBaHUsA peyn 1 guapusaumu.

5. PazpaboTaTb KOMMbIOTEPHbIE MNPOrpaMMbl MO MNpPenJIoKEeHHbIM MeTodaM U
3KCMEepUMEHTasIbHO CpaBHUTb MNpefjlaraemMble MeToAbl C  CYLWEeCTBYHOLWMMU
a/IropMTMaMu, BblAESINTb UX MPEMMYLLECTBA U HEAOCTaTKWN, NMokKa3aTb MPUMEHNMOCTb
npenilaraemMbiXx METOAO0B K Pa3/InyHbIM peasibHbiM 6a3aM gaHHbIX.

XapakTepuctmkm ” onpepesieHnss OCHOBHbIX WUCNOJSb3yeMblX Moaenenm Obiin
npeacTaB/eHbl B NepBOMW rnaee aucceptaumm. OTMedyeHa akTyasibHOCTb U NpakTuyeckoe
npuMeHeHne npensioKeHHbIX 3agau. MNpencTaBneHbl OCHOBHble Lenn N CTPYKTypa
ancceptaunoHHom paboThl.

Bo BTOpOoM rnase OblM pacCMOTPEHbl OCHOBHble MeToAbl 06paboTku 3ByKa.
MNpenctasneHol Hambosiee 4YacTo WCMNoOJSib3yeMble B HacToslllee BPeMsA CUCTEMbI
pacno3HaBaHMA pevnm U Avapusaumm amktTopoB. Ob6cyxpanuce npegbigyuine paboTsl,
NOC/Y>XUBLLUNE OCHOBOWN AnccepTaunoHHon paboThl.

TpeTbsa rnaBa rnocesuweHa npobsemam yCcTOMYMBOCTM CUCTEM pacro3HaBaHUSA peyn
N gnapmsaumm OUKTOPOB. [NA MNOBbIWEHUA TOYHOCTWU pacro3HaBaHWUSA CNOB B LUYMHbIX
YyC/IOBUAX MpensiodXeH HOBbIA MeTOA, OCHOBAHHbLIA Ha ajiroputMe LWyMOMNoAaBJIeHUS.
N3y4yeHa 3(pheKTUBHOCTb pa3INyHbIX METOA0B CMELLEHUSA KOHYEBbIX C/I0B, KOTOpPbIe Obian
N3N0XKEHbl B NpeablAyLLNX NCCNefoBaHNAX U He TpebyloT Kakux-1mbo nameHeHuin B Mmogenu
pacno3HaBaHWA pedun. bblnn npensioxeHsl ABa anroputMa obyyeHus, obecnevumsatowme
YCTOMYMBOCTb CUCTEM pacrno3HaBaHWA W Juapu3auum AWKTOPOB B YCNOBMAX LIyMa U
pesepbepauunn. MNMpeacTaBneHbl pe3ysibTaTbl 3KCNEPUMEHTOB, MPOBEAEHHbIX Ha peasibHbIX
6a3ax AaHHbIX, KOTOpble AEMOHCTPUPYIOT 3PPEKTUBHOCTb NPensioXKeHHbIX MeToaoB. B
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KOHLIE I/1aBbl U3YyYeHbl N KJaCcCUMULMPOBaHbl OCHOBHbIE OLLINOKK, AOMNYCKAEMble CUCTEMON
ANapu3aunmn, a TakXXe NpensioXXeHbl ABa airopuTMa Ha OCHOBE A3bIKOBbIX MoAenen ans
ABTOMATUYECKOro UCMpPaBJ/ieHns OWNOOK.

B yeTBepTOM rnaBe npeacTaBsieHbl BCE MOAXO[Abl, KOTOPbIE MCMOMb30BAJINCL AJs
CHV)KEHUS BbIYUCINTENBbHOW CJIOXKHOCTU CUCTEM pacro3HaBaHUS pevyn 1 anapusauuu
IVKTOPOB. MpeacTaBneHHble ONTUMMU3ALUKM OCODEHHO BaXkHbl AN BCTPaMBaeMbIX
NPUIOXKEHWIA, Fe Ba>KHYI POJib UFPAOT CKOPOCTb 1 06bemM namaTu.

Hay4yHas HOBMU3HA [MCCepPTaLMOHHON paboThl 3ak/l04aeTCs B C/IeAYOLWEM:

1.

MpencTaB/sieHbl HOBble MeTOoAbl MOBbILWEHNS yCTOVI‘-II/IBOCTI/I cnctemMm pacriosHasaHuA
pe4yn n gnapmsaunn OUKTOPOB NPU HAJIMHYNN Pa3/INYHbIX TUMOB (DOHOBOIO LWyMa.

Bbina n3y4yeHa 3pPEKTMBHOCTb PA3/IMYHbIX aNropuTMOB CMELLEHUS K/IHOYEBbLIX CJ/IOB
ONS yNydleHusa pacno3HaBaHUsA cOBCTBEHHbIX UMEH U TEPMUHOB.

MpensioXeHbl MeToAbl aBTOMaTU4YeCKOro WcnpasBJieHUs ownbok, JonyuleHHbIX
cucTemomn Onapunsaunn, Ha OCHOBE COBPEMEHHbIX A3bIKOBbIX Moaenen.

BbiM M3yYeHbl U MPUMEHEHbI Pa3/inYyHble MeTOoAbl ONTUMU3ALUUW AN BHEAPEeHUs
MoAeNeln pacrno3HaBaHNs Peyn 1 gnapusaumm AUKTOPOB BO BCTPOEHHbIX CUCTEMAX.

MpoBedeHbl  ObOLWIMPHbIE  3KCMEepUMEHTasibHble  pPaboThl, noATBepXXAawlime
3P(PEKTUBHOCTb MNPEOJSIOXKEHHbIX MEeTOAO0B Ha peasbHbiX 6asax  AaHHbIX.
MNpepnoXeHHble MeToAbl CPaBHMBaNUCL C gpyrumMu 6a3oBbiMM MeTogamMu U Obin
OTMEYEeHbI 3HaYUTESIbHbIE YIyYLLIEHWS.

20



